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　Nuclear energy simulations, which deal with complicated 
physical phenomena, require large-scale calculation and an 
enormous amount of data, and are difficult to carry out with a 
supercomputer. For example, when we verify the structural 
safety of nuclear power plants (NPPs) against earthquakes, 
we need to handle entire NPPs consisting of over 10 million 
components. By cooperative execution of programs that 
analyze each respective component (element programs), we 
can analyze physical phenomena such as local deformations 
by the interaction between parts, which had been difficult to 
realize using conventional component analysis technology.
　To implement such simulations, we combined several 
supercomputers and constructed a virtual large - scale 
supercomputer named AEGIS. We then developed 
a technology for automatic control of executing 
cooperative/integrated programs.
　The flexibility of continuing to execute element programs 
according to the situation is important for executing a large-
scale cooperative or integrated program which requires 
several weeks of calculation using AEGIS. For example, 
because supercomputers are shared by many users, each 
program can be executed for only half a day. Therefore an 
automatic restart function is necessary when the execution of 
programs ends according to the limit in the execution time. 

Moreover when supercomputers stop for maintenance or 
unexpected trouble, or when execution waiting is necessary 
because of a high average load, a function for migrating to 
other supercomputers is also necessary. In AEGIS, we have 
implemented a function which can automatically re-execute a 
program based on judgement of whether or not a program has 
been interrupted, etc., and succeeded in implementing long-
time execution of cooperative/integrated programs.
　Here we show two examples. A full-scale three-
dimensional vibration simulator divides facilities into several 
sections and concurrently computes earthquake resistance. 
Then the results are integrated and the earthquake resistance 
of a whole facility is analyzed (Fig.12-2). In integrated 
nuclear fusion simulation, because the stabilizing process is 
carried out when burning plasma approaches an instability, 
the execution of the element program changes according to 
the state of the plasma (Fig.12-3). For long-time execution of 
these cooperative programs, substantial modifications of the 
element programs were required with previous technologies. 
With our new technology, what previously required 100000 
lines of programming has been reduced to 100 lines. This 
outcome can be expected to contribute to not only reducing 
execution time and labor saving in execution, but also to 
shortening the development period for the programs.
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Fig.12-2　Seismic simulation for nuclear power plants
The plant is divided into 3 main equipment sections (Reactor 
Pressure Vessel, RPV; Auxiliary Water Air Cooler, AWAC; 
Pressurized Water Air Cooler, PWAC), and 3 pipes. These 6 
parts are simulated concurrently. We targeted the High 
Temperature engineering Test Reactor (HTTR) developed by 
the Oarai R&D center. The required time was 10 days, which 
was about a 30% reduction compared with a former 
technology. Labor-saving in earthquake response analysis for 
the entire NPP, which considered the interaction between the 
parts, was achieved by automating control.
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Fig.12-3　Integrated nuclear fusion simulation
This simulation is being developed by the Fusion R&D 
Directorate. Stabilization is required to prolong the fusion 
reaction when the plasma approaches the unstable stage. 
Although the timing of execution of stabilization cannot be 
predicted beforehand, using this technology we operate 3 
supercomputers and execute programs that control and 
stabilize the plasma by electromagnetic waves automatically 
as the need arises. As a result, we can analyze the behavior 
and the stability control numerically in tens of minutes.




